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n 2010, the University of Southern California
I political scientist Ernest Wilson III could legiti-

mately argue that, compared to their agricultural
or industrial counterparts, technology companies
played a very limited role in shaping US foreign policy.’
The first generation of information and communica-
tion technology entrepreneurs were generally libertar-
ian in their political outlook, saw policy as a distant
concern—if not an outright impediment—and their
primary focus was on satisfying domestic consumers,
not reaching foreign markets.

Less than a decade later, the reach of American
technology companies is global, and their market
position almost monopolistic, both domestically and
abroad. Within the United States, Google has close to
9o percent of market share in advertising, and Face-
book has 77 percent of social mobile traffic.* In Europe,
Google has close to 9o percent of the search market
(compared to 70 percent in the US), and has businesses
that upset book publishers (Google Books), media
(YouTube and Google News), and car manufacturers
(driverless cars). The top three phone apps in India are
owned by Facebook, and almost all of India’s mobile
phones run on either Google’s Android or Apple’s iOS
operating system. Revenue growth for US firms is
faster in the rest of the world than at home.

The enormous stake technology companies have
in foreign markets means that they not only shape US
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policy, but also, to some extent, have become rela-
tively autonomous foreign-policy actors. In February
2017, Denmark announced it was appointing a “digital
ambassador,” who would not only interact with states
and international organizations but also with technol-
ogy giants such as Facebook and Alphabet (Google’s
holding company). In his statement on the new posi-
tion, Minister for Foreign Affairs Anders Samuelsen
explained, “Companies such as Google, IBM, Apple,
and Microsoft are now so large that their economic
strength and impact on our everyday lives exceeds that
of many of the countries where we have more tradi-
tional embassies.”?

Until the National Security Agency contractor
Edward Snowden released documents in June 2013,
revealing the scope of Washington’s surveillance
practices, technology companies acted as a multiplier
of US power. The fact that the majority of the world
relied upon software and hardware developed by US
companies, and that much of the world’s internet traf-
fic passed through the United States, gave US intel-
ligence agencies an unmatched reach. Former National
Security Agency (NSA) director Michael Hayden put
it bluntly when justifying some of the NSA’s activities,
telling the National fournal, “This is a home game for
us. Are we not going to take advantage that so much
[data} goes through Redmond, Washington? Why

would we not turn the most powerful telecommunica-
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tions and computing management structure on the
planet to our use?”#

Technology companies’ reputations and legitimacy
rests on claims of economic growth and innovation,
tied to social goods such as “making the world more
open and connected” and “organizing the world’s
information,” all while protecting user’s data, rights,
and privacy. After the Snowden disclosures, in order
to try to regain trust, companies actively worked to
distance themselves from the US government through
the widespread implementation of encryption technol-
ogy and legal challenges to US surveillance practices.s
But since the companies’ business models remain tied
to surveillance (for advertising, not law enforcement or
intelligence), suspicion remains high, especially in Eu-
rope, where the use of the acronym “GAFA”—Google,
Apple, Facebook, and Amazon—reflects unease with
the size and dominance of the American firms.

Technology firms have so far wielded little of the
traditional power of making others do what they do
not want to do. Instead, they have had significant
capability in agenda-setting and indirect influence;
they have been exploited by populist movements, such
as the Brexit campaign. As the physical and digital
worlds increasingly converge, and as some of the larg-
est technology firms become dominant in artificial
intelligence (AI), their coercive power over small
states may significantly increase. They may also spark
a backlash that brings them into direct conflict with
powerful regulatory states.

TECH FIRMS & INTERNATIONAL POLITICS

Large companies have, of course, influenced foreign
policy in the past. The 1661 Charter of the East India
Company granted it sovereign territory and the power
of declaring and waging war against non-Christian
peoples. The United Fruit Company received land
concessions from several Caribbean governments and
lobbied the Eisenhower administration to support the
overthrow of the democratically elected Guatemalan
government of Colonel Jacobo Arbenz Guzman, in
1954. Throughout the 1970s and 1980s, most of the
largest multinational firms were American, which
meant that policymakers in other nations often
viewed them as an extension of US hegemony. Today,
ExxonMobil operates in some two hundred nations
and territories and has a foreign policy that does not
always overlap with US interests. Any US company
with operations in foreign markets, especially those

in minerals, petroleum, or other extractive resources,

have to pay special attention to their relationship with
foreign governments.

The power of technology companies is, however,
qualitatively different. Tech companies challenge
nation-state sovereignty across multiple issues simulta-
neously. Any change that Facebook makes to its news
feed, privacy settings, advertising methods, or encryp-
tion standards can affect a country’s politics, civic
engagement, cybersecurity, counter-terror strategy,
tax revenues, and innovation. The decision to roll
out end-to-end encryption, for example, has severely
limited the ability of law enforcement and intelligence
agencies to collect data on criminals and terrorists.
Proprietary algorithms determine which news stories
citizens read, and artificial intelligence is used to iden-
tify and block terrorist postings. Private companies
such as FireEye and CrowdStrike have also played the
role of intelligence agencies, identifying state-backed
hackers in the attacks on Sony, the New York Times
and other news outlets, and the Democratic National
Committee.

In a few instances, the companies have directly
challenged states. During the January 2011 protests
against President Hosni Mubarak, the Egyptian gov-
ernment shut down the internet to stop activists from
communicating with each other and the outside world.
‘While the United States and others deliberated on how
to actively support a longtime ally or to shift support
to protesters, Google, in cooperation with Twitter,
soon rolled out a product called speak2tweet, which
allowed Egyptians with mobile-phone access to record
voicemails, which were then posted on Twitter. Jigsaw,
an incubator within Google, now builds technology to
thwart online censorship, mitigate the threats from
digital attacks, and counter violent extremism.

Technology companies have also taken a lead in de-
fining and developing new norms of state behavior in
cyberspace. In February 2017, Brad Smith, chief legal
officer of Microsoft, gave a speech at the RSA cyberse-
curity conference calling for a Digital Geneva Con-
vention “that will commit governments to protecting
civilians from nation-state attacks in times of peace.”
Smith noted that one of the defining characteristics of
the digital age is that cyberspace is produced, owned,
secured, and operated by the private sector, and so
the targets in cyberwar are private property owned by
civilians. As a result, the tech companies act as “first
responders” to nation-state attacks. In addition to
deploying technical solutions such as encryption to
fight state hacking, Smith called for the companies to
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“commit ourselves to collective action that will make
the internet a safer place, affirming a role as a neutral
Digital Switzerland that assists customers everywhere
and retains the world’s trust.” ¢

The companies are also colonialists of the mind,
hijacking attention and interest, and normalizing spe-
cific behaviors and outlooks. They have had a broad
cultural impact, spreading a positive, almost utopian
view of technology and influencing attitudes toward
surveillance (“If you're not paying for the product, you
are the product”), innovation (“fail fast, fail often”),
and regulation (“move fast and break things”). More-
over, the biases and causal logic of algorithms and
artificial intelligence are opaque, making it difficult
for consumers and policy makers to understand their
influence on health care, financial and insurance mar-
kets, and the media. Yuval Noah Harari argues that
Silicon Valley is creating a narrative that legitimizes
the authority of algorithms and big data and challeng-
ing traditional sources of authority.”

While US companies have been the dominant
face of this new foreign-policy activism, they will not
be alone, especially as new global technology firms
emerge in China.® Alibaba, China’s biggest e-com-
merce group, handles more transactions then EBay
and Amazon combined. Valued at $275 billion, Ten-
cent, a social media and gaming company, is one of the
most active investors in startups in India and Silicon
Valley. Baidu, the search-engine giant, has over a dozen
apps used by more than 300 million people outside of
China. Chinese companies are also beginning to take a
political role. Jack Ma, Alibaba’s founder, is the head of
a Chinese government initiative on cyberspace gover-
nance known as the Wuzhen Initiative and, in 2016,
convinced the G20 to adopt a proposal for an “elec-
tronic world trade platform” to make it easier for small
businesses to trade across borders.?

The tech companies are also reworking the sources
of military power. During the Cold War, the govern-
ment drove the development of space, stealth, and
aviation technologies, but, over the last three decades,
national defense capabilities have grown increasingly
reliant on private-sector innovation. Military strength
is now highly dependent on the ability to collect, sort,
analyze, and distribute data more accurately and
quickly than the adversary. The sensors, cameras,
communication devices, computers, networks, and
algorithms that do this work are, however, no longer
designed and developed exclusively by the Pentagon. If
they were, it would take years to test and acquire, and

once the product finally arrived, it would be out of
date. Instead, the Defense Department acquires com-
mercial, off-the-shelf technologies and modifies them
for military use.

Reliance upon the private sector for military tech-
nology will intensify with AT and robotics. The “third
offset” strategy, the Pentagon’s plan to retain mili-
tary advantage over China and Russia, is built on the
exploitation of intelligent machines. The plan calls for
$18 billion over five years (2017-2022), and will follow
a model of investing in advanced technology like AI,
automation, big data, and 3-D printing to reassert the
United States military’s operational edge and, in the
words of Deputy Secretary of Defense Robert Work,

“strengthen convention deterrence.” ™ As a result,
policymakers are looking at new methods of strength-
ening connections to technology companies, through
initiatives like Defense Innovation Unit Experimental,
which has outposts in Silicon Valley, Austin, and Bos-
ton.” China is also trying to strengthen ties between
the military and the private sector, promoting a plan of
civil-military fusion, and opening up defense procure-
ment to small start-ups developing drones and artifi-
cial intelligence.

THE STATE STRIKES BACK

This is not to suggest that states, at least those with
big domestic markets and technological sophistication,
cannot strike back. While the technology firms prefer
a free, open, and global internet, the trend has been
toward a fragmented internet. According to Freedom
House, internet freedom around the world declined

in 2016 for the sixth consecutive year.” Moreover, the
ability to move data around, however, is increasingly
under threat, as more states assert “cyber sovereignty”
and demand that firms localize data storage. LinkedIn
abandoned the Russia market rather than comply with
alaw that it store all Russian user data within the coun-
try, and Apple, despite its promotion of user privacy
and security, removed anticensorship tools from its
app store in China so as to comply with Beijing’s new
cybersecurity law.

Moreover, states are forcing the platforms to police
content. Google, Facebook, and Twitter have moved
to control extremist content in part because of threats
from France, Germany, and the UK to impose signifi-
cant fines if the companies did not take action to re-
move harmful action. German lawmakers, for example,
are considering a bill that requires social media compa-
nies to delete “evidently unlawful” content within 24
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hours, and less “evidently unlawful” content within
seven days, or face fines of up to €50 million. Lawmak-
ers in the United States are considering revisions of
Section 230 of the Communications and Decency Act,
which granted them exemption from liability for host-
ing illegal content. This and other regulatory moves
suggest that the days of considering the technology
companies as engines of growth, with their innovative
edge uniquely endangered by regulation, may be com-
ing to an end.™

The platforms themselves can be hijacked to serve
nation-state goals. In April 2017, Facebook acknowl-
edged that it had become a platform for nation-state
information operations, or efforts to spread mislead-
ing information in pursuit of political goals. Facebook
researchers found during the 2016 presidential election

“malicious actors leveraging conventional and social
media to share information stolen from other sources,
such as email accounts, with the intent of harming the
reputation of specific political targets.” > A research
team at Oxford University has found Twitter bots—
computer programs that automate the posting of
messages and which can tweet from 500 to 1,300 times
a day—being used in numerous countries to spread
propaganda and manipulate public opinion.™

States may simply resist the requests of the technol-
ogy companies. In the wake of the WannaCry ransom-
ware attack, Microsoft and other technology com-
panies criticized the vulnerabilities equities process
(VEP), the method through which the US government
decides whether to reveal vulnerabilities to the private
sector or to hold on to them for intelligence gather-
ing or offensive cyber-operations. WannaCry, which
encrypted data and held it captive until a ransom was
paid, exploited a vulnerability that was allegedly de-
veloped by the NSA and was offered online by a group
known as Shadow Brokers. How this vulnerability and
other tools made their way to Shadow Brokers, which
is assumed to be a cover for Russian intelligence, is
unknown.

Microsoft’s Smith held WannaCry up as evidence
that the government cannot safely stockpile vulner-
abilities. “An equivalent scenario with conventional
weapons would be,” according to Smith, “the US mili-
tary having some of its Tomahawk missiles stolen.”"
The proper response, Smith continued, must be for
the government to no longer stockpile, sell, or exploit
vulnerabilities, and instead report them to vendors
immediately. There is very little chance, however, that
Washington will accept these proposals. Beijing and

Moscow have no similar programs, and the US is un-
likely to disclose all of its exploits unilaterally.

CROSSROADS

As machines exceed human intelligence and skill in
more areas of work, the technology companies will
remake national economies. Many prominent tech-
nologists and entrepreneurs believe the widespread
adoption of AI will be like the shift from steam to
electricity, transforming transportation, manufactur-
ing, healthcare, finance, and other sectors.” For every
new industrial robot introduced into the workforce,
six jobs are eliminated, and a PricewaterhouseCoopers
report predicts that automation will place 38 percent
of the US labor force at high risk in the next 15 years.”

The confluence of these technologies threatens to
increase the capabilities gap between large and small
powers in the international system and to heighten
inequality within already highly polarized societies.
So far, the development trajectory of Al suggests that
the powerful technology companies will be even more
dominant players in international affairs. They control
the vast majority of data needed to build artificial in-
telligence, attract the most skilled talent to their labs,
and are the largest funders of research and develop-
ment in the field. They could essentially monopolize
the inputs to the next wave of innovation, and, as a
result, could be the sole suppliers to governments of
essential technologies and services, with power and
influence flowing from their ability to turn on and off
the flow.

Yet the need for big data for innovation may be
transitory. Efforts to make public-sector data more
widely available could help new companies as much
as the larger ones. In addition, smaller AI firms are
already developing machine-learning software that
requires significantly fewer examples to learn.>° Gov-
ernment efforts to regulate, and possibly break up, the
largest firms may result in AI becoming a widely avail-
able utility like electricity; today electric power and
transmission companies wield no independent foreign-
policy power.

No matter the development trajectory of Al, the
pervasive reach of data into all aspects of life means
that technology firms will continually be at the center
of states’ concerns about sovereignty. The biggest
states will still be able to constrain the technology
companies, but their indirect power and influence,
particularly vis a vis small nations, will remain consid-
erable.
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